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Method for this 
review

•Searched PubMED for (clinical…) AND 
(NLP…) AND (computational OR 
informatics…)

•Limited to 2016 and 2017

•~200 articles curated down to 11 primary 
literature, 4 reviews, 4 “shout outs”



Useful Recent Reviews (methods & applications)

“Natural Language Processing Technologies in Radiology 
Research and Clinical Applications” (Cai et al, Radiographics)

“Natural Language Processing in Radiology: A Systematic 
Review” (Pons et al, Radiology)

“Natural Language Processing in Oncology” (Yim et al, JAMA 
Oncology)

“Extracting information from the text of electronic medical 
records to improve case detection: a systematic review” (Ford 
et al, JAMIA)

26761536 

27124593 

27089187 

26911811 





“Computer-assisted expert case definition in 
electronic health records” (Walker et al, Int J Med 
Inf)

• Goal: Use NLP and other data sources for 
iterative cohort identification.  Apply to acute 
liver dysfunc.

• Method:  Start with seed group, iteratively 
sample, and update rules in response to expert 
curation.

• Result: Appy to 29K adults over 3 rounds of 
iteration, final definition sens 92%, PPV 79%.

• Conclusion: Can use NLP as part of a system to 
refine case definitions. 26725697 









“Text mining electronic hospital records to 
automatically classify admissions against disease: 
Measuring the impact of linking data sources” 
(Kocbek et al, J Biomed Inf)

• Goal: Examine effect of multiple data sources at 
recognizing 8 key diseases

• Method: SVM with radiology, pathology, patient 
and hospital admission data. “NLP” using 
MetaMap/UMLS.

• Result: Radiology, patient, hospital data most 
useful for detecting diseases.

• Conclusion: Linking data sources improves 
overall performance 27742349  







Radiology



“Using automatically extracted information from 
mammography reports for decision-support” 
(Bozcurt et al, J Biomed Inf)

• Goal: Combine NLP extraction with Bayesian 
decision support for breast cancer dx.

• Method: NLP system generates input to Bayes 
Network.  Predict prob(malig) & BI-RADS 
assessment.

• Result: 98% performance on BI-RADS.  95% 
concordance with reference on malignancy

• Conclusion:  NLP can generate features for 
accurate patient classification.

26911811 







“Information extraction from multi-institutional 
radiology reports” (Hassanpour et al, AI in Med)

• Goal: Extract key features from radiology 
reports to inform clinical QC & research.

• Method: Discriminative sequence classifiers for 
NER. Applied to 3 healthcare systems.  Used 
information model of radiology concepts.

• Result: Extract concepts with F1=85%

• Conclusion: Effective method to annotate and 
extract clinical information from free text for 
clinical assistance and research.

26481140 





“Characterization of Change and Significance for 
Clinical Findings in Radiology Reports Through 
Natural Language Processing” (Hassanpour et al, J 
Dig Imag)

• Goal: Identify significant changes across 
radiographs over time.

• Method: Rules and machine learning to extract 
NLP features.  Trained for change and 
significance.

• Result: Change F1 = 95%, Significance F1 = 
75%

• Conclusion:  Automated use of NLP to detect 
significant radiographic changes, help MDs.28050714 





Specific Specialties 



“Congestive heart failure information extraction 
framework for automated treatment performance 
measures assessment” (Meystre et al, JAMIA)

• Goal: Extract information about treatment 
performance for CHF from text.

• Method: Rules, dictionaries, ML to extract 
information about heart function (e.g. LVEF).

• Result: Medications, LVEF quantitative 91-98%. 
Reasons for CHF med use 40%/30% 
recall/prec.

• Conclusion:  Can find key information about 
CHF in text, but some categories more difficult.

27413122  







“Natural language processing to extract symptoms 
of severe mental illness from clinical text: the 
Clinical Record Interactive Search Comprehensive 
Data Extraction (CRIS-CODE) project” (Jackson et 
al, BMJ Open)

• Goal: Use NLP to capture info for mental illness

• Method: Build & Apply rules to 23K discharge 
summaries.  Attempted 50 key symptoms

• Result: For 46 symptoms, F1 = 88%.  
Successful symptoms from 87% with MI, 60% 
without.

• Conclusion:  Symptoms of MI can be extracted.
28096249 







clinical notes of patients with heart diseases: 
Developing and validating a natural language 
processing application” (Topaz et al, Int J Nurs 
Stud)

• Goal: Extract information about patient wounds. 
Only 46% of charts have structured wound info.

• Method:  MTERMS engine for NLP.  Built 
information model using terminologies + 
keywords.

• Result: 101 notes.  F-measure 93%.  Best = 
wound treatment, worst = wound size.

• Conclusion: Free text can supplement poorly 
coded data with extraction of key wound 

t
27668855 







Other settings



“Identification of Nonresponse to Treatment Using 
Narrative Data in an Electronic Health Record 
Inflammatory Bowel Disease Cohort” 
(Ananthakrishnan et al, Inflam Bowel Dis)

• Goal:  NLP of charts to characterize response to 
IBD treatment (antibodies to TNF-alpha)

• Method: Regression on narrative text, coded 
complications, procedures & med features for 3 
classes:  response, partial, non-response

• Result: 33% correlation with MD grading, 18% 
nonresponse, 21% partial, 56% complete.

• Conclusion: Promising initial results for drug 
response 26332313 





“Modelling and extraction of variability in free-text 
medication prescriptions from an anonymised 
primary care electronic medical record research 
database” (Karystianis et al, BMC Med Inf)

• Goal: Extract detailed medication dose 
information from free text.

• Method: Rules to extract applied to primary care 
data

• Result: On 220 free text directions, 91% 
accurate a prescription level, 97% across 
individual attributes.

• Conclusion: Good ability to extract detailed 
dosing information from free text. 26860263 







A new algorithmic approach for the extraction of 
temporal associations from clinical narratives with 
an application to medical product safety 
surveillance reports” (Wang et al, J Biomed Inf)

• Goal: Tag and extract temporal information from 
narratives, associate with related events.

• Method: “Shallow” syntactic information 
extracted with rules.  Built model of temporal 
statements.

• Result:  86-88% F-measure on 140 
FAERS/VAERS.  Correct on 69% of event 
relations in i2b2 test set

• Conclusion: Temporal information models can 
extract useful temporal data from narrative text.27327528 







“Unsupervised entity and relation extraction from clinical 
records in Italian” (Alicante et al, Comp in Bio Med)

“Mining Clinicians’ Electronic Documentation to Identify Heart 
Failure Patients with Ineffective Self-Management: A Pilot Text-
Mining Study ” (Topaz et al,  Nursing Inf)

“Normalizing clinical terms using learned edit distance 
patterns” (Kate, JAMIA)

“Clinical records anonymisation and text extraction (CRATE): 
an open-source software system” (Cardinal, BMC Med Inf Dec 
Mak)

26851833 

Shout Outs:

26851833 

26232443 

28441940 
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